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Compte rendu tpn°3_BloC_n°2_SISr 

IntroduCtIon 

a) Contexte du tp 
 

Ce TP se penche sur l’installation et de la configuration d'une solution de 
supervision avec Nagios sur un serveur Linux Debian 12.0, dans le cadre 
de la gestion des infrastructures pour la mairie des Abymes. L'objectif est de 
mettre en place un système permettant de surveiller en temps réel l'état 
des serveurs Windows et Linux, en garantissant la disponibilité des 
services critiques tels que le serveur Active Directory et le serveur web 
Apache. Ce projet permet de migrer vers une solution de supervision open-
source, tout en assurant une gestion proactive des incidents et une 
réduction des coûts liés aux solutions propriétaires. La supervision, 
essentielle dans les environnements de production, contribue à améliorer la 
stabilité et la sécurité des services fournis par les systèmes. 

B) oBjeCtIfS et enjeux  
 

Acquérir et mettre en application les compétences suivantes : 

* Justifier le choix d’une solution de mise en production d’un système 

* Justifier le choix d’une solution de la disponibilité d’un serveur 

* Installer et configurer une solution de disponibilité d’un serveur 

* Sécuriser un serveur et une solution technique d’accès 

* Administrer un système 

* Contrôler et améliorer les performances d’un système 

* Valider et documenter une solution  

Condition de travail : Individuel 

 

 

 

 



etape 0 : prérequIS Serveur de SupervISIon « 

SrvnaGIoS » :  
 

a) InterfaCe réSeau du Serveur :  
 

 

 

 

 

 

 

 

 

 

 

 

PS : Lors des installations initiales et des mises à jour sur le serveur SRVNAGIOS, 

la configuration réseau a été temporairement définie en mode NAT avec DHCP. 

Cela permettait au serveur d'avoir accès à Internet via la machine hôte pour 

télécharger les paquets nécessaires et effectuer les mises à jour. L'utilisation du 

DHCP simplifie cette phase car elle attribue automatiquement une adresse IP. 

Une fois toutes les mises à jour et installations effectuées, la configuration a été 

modifiée pour utiliser une adresse IP statique sur le réseau local, avec les 

paramètres ci-dessus 

 

B) mISe à jour du SyStème : 
 

Avant de commencer l'installation de Nagios, il faut mettre à jour votre système 

Debian pour s'assurer que tout est à jour. Utilisez les commandes suivantes :  

<< # apt update >> 

<< # apt upgrade >> 



C) InStallatIon deS paquetS néCeSSaIreS : 
 

Nagios a besoin de de plusieurs paquets pour fonctionner correctement. Voici 

la liste des composants logiciels a installés : build-essential, apache2, php, 

openssl, libssl-dev, libgd-dev, gcc, make, autoconf, libc6, libapache2-mod-php, 

wget, apache2-utils et unzip.  

Avec la commande << # apt install >> : 

 

d) CréatIon de l'utIlISateur << naGIoS >> et du 

Groupe << naGCmd >> : 
 

On va maintenant créer l’utilisateur par défaut nommé “nagios” ayant les droits 

d’accès limités 

pour interagir avec le service de supervisons grâce à << # useradd >> :  

PS : L'utilisation de /usr/sbin/ devant une commande ici useradd permet d'exécuter la 
commande depuis le bon répertoire lorsque la commande est introuvable dans la variable 
PATH. 

 

Puis le group “nagcmd” associé à l’aide de << # groupadd >> :  

 

Ensuite pour ajouter les utilisateurs “nagios” et “www-data” (utilisateur par défaut du service 
web Apache2 ayant les droits d’accès limités pour interagir avec ce service) au groupe 
“nagcmd”. On peut se servir de la commande << # usermod >> et les options << -a et –G >> : 

  



 

e) vérIfICatIon de l'appartenanCe aux GroupeS : 
 

Pour vérifier que les utilisateurs “nagios” et “www-data” appartiennent bien au groupe 
“nagcmd” avec cette commande << # groups >> :  

Elle affiche les groupes auxquels appartient un utilisateur. 

 

 

 

 

Comme on peut le voir les deux utilisateurs ont deux groupes le premiers leurs groups 
primaires respectifs et le second qui est “nagcmd”, le groupe auquel on les a ajoutés 
précédemment. 

 

etape n°1 : InStallatIon arChIve « naGIoS Core verSIon 

4.5.5 » Sur le Serveur de SupervISIon « SrvnaGIoS » : 
 

a) téléCharGement de naGIoS Core : 
 

D’abord il faut se déplacer dans le répertoire << /tmp >> et à l’aide de la commande << wget >> 
téléchargez l’archive contenant les fichiers sources du paquet Nagios :  



 

B) déCompreSSIon de l'arChIve 
 

Une fois l'archive téléchargée dans le répertoire << /tmp >>, il est nécessaire de la 
décompresser à l'aide de la commande << # tar >>:  

Cela extraira les fichiers dans un répertoire nommé “nagios-4.5.5” au même endroit. 

 

C) ConfIGuratIon et InStallatIon de naGIoS 
 

Après avoir extrait les fichiers, on se déplace dans le répertoire et on lance la configuration 
suivie de la compilation et de l'installation avec les commandes ci-dessous :  

1)  ./configure --with-command-group=nagcmd --with-httpd-conf=/etc/apache2/sites-
enabled : 

• Cette commande configure l'installation de Nagios en fonction de 
l'environnement du serveur. L'option --with-command-group=nagcmd 
spécifie que le groupe nagcmd aura les permissions nécessaires pour 
exécuter les commandes externes de Nagios. L'option --with-httpd-
conf=/etc/apache2/sites-enabled indique l'emplacement où Apache stocke 
ses fichiers de configuration de sites web. 

2)  make all : 

• Cette commande compile les fichiers sources de Nagios pour créer les 
exécutables nécessaires. Elle transforme le code source en binaires 
utilisables par le système. 

3)   make install : 

• Cette commande installe les fichiers compilés de Nagios (binaires, 
configurations, etc.) dans les répertoires appropriés sur le système. 

 

 



4)  make install-init : 

• Cette commande installe le script d'initialisation de Nagios, ce qui permet de 
démarrer, arrêter ou redémarrer Nagios via le système de gestion de services, 
comme systemctl. 

5) make install-commandmode : 

• Cette commande configure les permissions pour les fichiers nécessaires à 
l’exécution des commandes externes de Nagios. Elle permet à Nagios de 
recevoir et de traiter des commandes provenant de l'interface web. 

6)   make install-config : 

• Cette commande installe les fichiers de configuration par défaut de Nagios, 
tels que le fichier principal nagios.cfg et d'autres fichiers de configuration 
utilisés pour définir les hôtes et services à superviser. 

 

etape n°2 : ConfIGuratIon de l’InterfaCe weB 

d’admInIStratIon de naGIoS Sur « SrvnaGIoS » 
 

a) InStallatIon de l'InterfaCe weB de naGIoS : 
 

Après l'installation de Nagios, l'étape suivante consiste à installer l'interface web. Cela se fait 
via la commande suivante : 

 

B) aCtIvatIon deS moduleS apaChe néCeSSaIreS : 
 

Pour que l'interface web de Nagios fonctionne correctement, certains modules Apache doivent 
être activés. Les modules requis sont rewrite et cgi. On les active avec les commandes 
suivantes : 

 

 

 

 

 



C) redémarraGe du ServICe apaChe : 
 

Une fois les modules activés, il est nécessaire de redémarrer Apache pour que les 
changements prennent effet : 

 

 

 

d) CréatIon d'un utIlISateur pour l'aCCèS à 

l'InterfaCe weB : 
 

Pour sécuriser l'accès à l'interface web, un utilisateur spécifique doit être crée “nagiosadmin” 
avec pour mot de passe associé “@admin2425@”. Cet utilisateur aura les droits d'accès à 
l'interface et sera protégé par un mot de passe. A l’aide de la commande << # htpasswd >> et 
l’option << -c >>.  

Ces informations seront stockées dans le fichier << /usr/local/nagios/etc/htpasswd.users >>. 

Maintenant relancez le service web d’Apache2 avec la commande << # systemctl restart 
apache2 >> 

 

e) vérIfICatIon de la ConfIGuratIon de naGIoS :  

Avant de redémarrer Nagios, il est important de vérifier que la configuration est correcte et qu'il 
n'y a pas d'erreurs qui pourraient empêcher son bon fonctionnement. La vérification se fait avec 
la commande suivante : 



Cette commande analyse le fichier de configuration principal de Nagios et vérifie qu'il est valide. 
Si tout est correct, le message Total warnings : 0 et Total errors : 0 devrait s'afficher. 

 

f) GeStIon du ServICe naGIoS : 
 

Pour lancer le service Nagios au démarrage du serveur saisissez la commande :  

 

 

 

Sinon, vous pouvez le lancer, l’arrêter ou le relancer via la commande << # systemctl start | 
stop | restart nagios >> 

 

etape n°3 : pluGInS et aCCèS à l’InterfaCe 

d’admInIStratIon de naGIoS Sur « SrvnaGIoS » :  
 

a) InStallatIon deS pluGInS naGIoS : 
 

Les plugins Nagios sont essentiels pour la supervision, car ils permettent de vérifier différents 
services, matériels et autres composants. Chaque plugin est spécialisé dans la surveillance 
d'un aspect particulier (par exemple, la charge CPU, l'espace disque, l'état du réseau, etc.). 

 

Dans un premier temps il faut se déplacer dans le répertoire << /tmp >> et à l’aide de la 
commande << wget >> téléchargez l’archive << nagios-plugins-2.4.12.tar.gz >> : 



Ps voici le bon lien pour l’étape 3 des plugins nagios :  

wget https://github.com/nagios-plugins/nagios-plugins/releases/download/release-
2.4.12/nagios-plugins-2.4.12.tar.gz 

 

B) déCompreSSIon de l'arChIve : 
 

Après avoir téléchargé l'archive, il est nécessaire de la décompresser pour accéder aux fichiers : 

 

C) ConfIGuratIon et InStallatIon deS pluGInS : 
 

Une fois l'archive décompressée, il faut configurer et installer les plugins. Voici les commandes 
à utiliser : 

 

 

 

 

 1) ./configure vérifie que tous les prérequis sont présents pour installer les plugins sur le 
système. 

2)   make compile les fichiers sources des plugins pour les rendre exécutables. 

3)   make install installe les plugins compilés dans le répertoire /usr/local/nagios/libexec. 

 

d) aCCèS à l’InterfaCe d’admInIStratIon de naGIoS : 
 

Depuis le navigateur Firefox sur le serveur “srvad”, on peut accéder à l’interface 
d’administration de Nagios avec l’url << http://adresse_IP_serveur_nagios/nagios/ >>. Dans 
notre cas :  

 

 

 

 

 

http://adresse_ip_serveur_nagios/nagios/


etape n°4 : SupervISIon du Serveur wIndowS 2019 Server 

« Srvad » aveC naGIoS : 
 

a) InStallatIon de « CheCk_nt » Sur le Serveur   

naGIoS : 
 

A l’installation des plugins de Nagios, le plugin « check_nt » est préinstallé. Pour vérifier que le 
plugin << check_nt >> est bien à l’emplacement << /usr/local/nagios/libexec >>, on peut 
s’aider de la commande << # ls > :  

 

B) InStallatIon et ConfIGuratIon de nSClIent ++ 

Sur le Serveur wIndowS de la vIlle deS aBymeS : 
 

 

En premier lieu il est nécessaire de télécharger NSClient ++ sur le serveur Windows ”srvad” via 
le site << sourceforge.net/projects/nscplus >> : 



Puis lors du lancement de l’installation il convient de choisir une installation complète :  

 

 

 

 

 

 

 

 

 

 

Ensuite précisez l’adresse IP de votre serveur Nagios et activez les modes de fonctionnement et 
plugins/modules suivants :   

• NSClient server (check_nt) 
• NRPE Server (check_nrpe)   
• << common check plugins >> 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cochez cette option !! 



Désormais il av falloir éditer le fichier de configuration nsclient.ini situé dans : << C:\Program 
Files\NSClient++\nsclient.ini >> pour ajouter ou modifier les lignes suivantes :  

 

 

 

Il reste maintenant à activer les modules suivants : 

 

• CheckExternalScripts : Exécute des scripts personnalisés pour étendre les capacités 
de supervision. 

• CheckHelpers : Facilite l'écriture et l'exécution de vérifications personnalisées. 
• CheckEventLog : Analyse les journaux d'événements Windows pour identifier des 

erreurs ou avertissements système. 
• CheckNSCP : Vérifie que l'agent NSClient++ est en fonctionnement. 
• CheckSystem : Surveille des indicateurs système comme la charge CPU, la mémoire 

utilisée, et l'état des processus. 
• NSClientServer : Permet à Nagios de surveiller des services Windows via check_nt (par 

exemple, utilisation CPU, mémoire, espace disque). 
• NRPEServer : Permet à Nagios d'envoyer des commandes NRPE à distance pour des 

vérifications avancées. 

 

 

 



 

Enfin il est indispensable de relancer le service NSClient++ toujours sur le serveur Windows 
“srvad” avec les commandes : << net stop nscp >> et << net start nscp >> 

 

 

 

 

 

 

 

 

 

 

 

 

 

C) teSt de la SupervISIon du Serveur wIndowS : 
 

L'objectif des tests de commandes est de vérifier si le serveur Windows supervisé répond 
correctement aux requêtes envoyées par Nagios depuis le répertoire « 
/usr/local/nagios/libexec » via le plugin NSClient++. Ces commandes permettent de mesurer 
l'état des ressources critiques du serveur (comme l'espace disque, la mémoire vive, la charge 
CPU) et de s'assurer que le serveur fonctionne dans des conditions optimales. Chaque 
commande utilise des paramètres spécifiques pour identifier et surveiller des métriques 
précises. 

 



 Commande n°1 : Vérification de la version de NSClient++ 

 

 

 

Paramètres : 

• -H 192.168.5.2 : L'adresse IP du serveur Windows à superviser. 

• -p 12489 : Le port sur lequel le service NSClient++ écoute. Par défaut, c'est le port 
12489. 

• -v CLIENTVERSION : Ce paramètre demande la version actuelle de NSClient++ sur le 
serveur. 

• -s @admin2425@ : Mot de passe pour l'authentification entre Nagios et NSClient++. 

Résultat obtenu : La version de NSClient++ est .4.1.73 et date du 17/12/2012. 

 

 Commande n°2 : Vérification de l'espace disque utilisé 

Paramètres : 

• -v USEDDISKSPACE : Le paramètre pour vérifier l'espace disque utilisé. 

• -l C : Spécifie la partition C: à surveiller. 

• -w 10 : Seuil de Warning (alerte) à 10% d'espace libre. Si l'espace libre sur C: descend 
sous 10%, un avertissement est généré. 

• -c 5 : Seuil de Critical à 5%. Si l'espace libre descend sous 5%, une alerte critique est 
déclenchée. 

Résultat attendu : L'utilisation de l'espace disque présente un statut OK car il reste 57% 
d’espace libre donc pas d’alerte Warning ou Critical. 

 

 Commande n°3 : Vérification de l'utilisation de la mémoire vive 

 

Paramètres : 

• -v MEMUSE : Le paramètre pour vérifier l'utilisation de la mémoire. 

• -w 10 : Seuil de Warning à 10% de mémoire libre. Si moins de 10% de RAM est 
disponible, un avertissement est généré. 



• -c 5 : Seuil de Critical à 5%. Si moins de 5% de RAM est disponible, une alerte critique 
est déclenchée. 

Résultat obtenu : L'utilisation de la mémoire montre un statut OK car il reste 72% de RAM 
disponible donc de nouveau pas d’alerte Warning ou Critical. 

 

 Commande n°4 : Vérification de la charge CPU 

Paramètres : 

• -v CPULOAD : Le paramètre pour vérifier la charge CPU. 

• -l 1,90,95,5,90,95,15,90,95 : Les seuils pour Warning et Critical sur des périodes de 1, 5 
et 15 minutes. 

o 1 minute : Warning si la charge CPU dépasse 90%, Critical si elle dépasse 95%. 

o 5 minutes : Idem, Warning à 90%, Critical à 95%. 

o 15 minutes : Même seuil. 

Résultat obtenu : La charge CPU sur les 1, 5 et 15 dernières minutes, amène a un statut OK 
fonction des seuils avec respectivement 2%, 2% et 1%. Pas d’alerte Warning ni Critical. 

 

d) ConfIGuratIon deS oBjetS à SupervISer Sur le 

Serveur wIndowS par le Serveur « SrvnaGIoS » : 
 

Définition de l'hôte : 

Un nouvel hôte a été ajouté dans le fichier << usr/local/nagios/etc/objects/windows.cfg >>, 
avec le nom srvad, son alias et l’adresse IP du serveur 192.168.5.2. Cette configuration permet à 
Nagios de connaître l'hôte à superviser. 

 

 

 

 

 

 

 

 



Définition de 4 services à superviser : 

Les services demandés de mettre en place sont déjà présent dans le fichier de configurations << 
windows.cfg >>, il a suffi de remplacer le host_name winserver par srvad comme configurer 
dans l’hôte précédemment crée sinon le démarrage de nagios va s’exécuté avec une erreur. Et 
pour le dernier service le seuil d’alerte du Warning par 85 au lieu de 80. 

 

 Service 1 : Temps écoulé depuis le dernier démarrage du serveur (Uptime) : 

Le service surveille depuis combien de temps le serveur srvad fonctionne sans interruption. 

 

 Service 2 : Charge CPU avec alerte << Warning >> et << Critical >>  

 

Ce service surveille la charge CPU du serveur sur les 5 dernières minutes, avec des seuils 
d'alerte : 

• Warning si la charge CPU dépasse 80%. 
• Critical si elle dépasse 90%. 

 

 Service 3 : Mémoire vive (RAM) avec alerte << Warning >> et << Critical >> 
 

 

 

 



Ce service vérifie l’utilisation de la mémoire vive, avec des seuils de : 

• Warning si l’utilisation dépasse 80%. 

• Critical si elle dépasse 90%. 

 

 Service 4 : Espace disque sur le disque C: avec alerte << Warning >> et << Critical >> 
 

 
 

 

 

 

 

Ce service surveille l’utilisation de l’espace disque sur le volume C: . Les seuils sont : 

• Warning si l’espace disque libre est inférieur à 85%. 

• Critical si l’espace disque libre est inférieur à 90%. 

 

 

Modification du fichier nagios.cfg 

Une fois les services définis, nous avons décommenté la ligne dans le fichier << 
/usr/local/nagios/etc/nagios.cfg  >> pour que Nagios prenne en compte la configuration des 
services Windows. 

 

 

 

 

 

 

 

 

 

 

 



Remarque : Lors de la configuration de l'agent NSClient++ sur la machine Windows, il est 
nécessaire d'ajouter le mot de passe dans les arguments (paramètres) pour assurer 
l'authentification. Cette configuration doit être réalisée dans le fichier << 
/usr/local/nagios/etc/objects/commands.cfg >> sur le serveur de supervision Nagios. 

 

 

 

 

 

 

 

 

 

 

 

 

e) vérIfICatIon de la SupervISIon deS hôteS et deS 

ServICeS : 
 

Accès à l'interface Nagios pour vérifier la supervision : 

Après avoir terminé la configuration, nous accédons à l'interface web de Nagios via l'URL du 
serveur 192.168.5.3/nagios. Dans l'onglet dédié à la supervision des hôtes (Host Groups), nous 
constatons que le nouveau serveur srvad (serveur Windows) a bien été ajouté et est supervisé. Il 
apparaît aux côtés de l'hôte localhost (le serveur Nagios), et les deux sont marqués comme 
étant UP, indiquant que la connexion est établie et que les pings sont réussis. 

 

 

 

 

 

 

 

 



• srvad est supervisé depuis 3 minutes et 18 secondes, avec un ping sans perte de 
paquets. 

• localhost est supervisé depuis plus de 8 heures, ce qui montre que le serveur Nagios 
fonctionne en continu. 

Tout est en ordre pour la supervision des hôtes. 

 

 

 

 

 

 

 

 

 

 

 

Dans cette capture, on voit la supervision des services configurés sur srvad en allant dans 
Hosts puis Service Status Details For Host ‘srvad’. Voici les détails pour chaque service : 

• C:\ Drive Space : Le statut est OK, l'espace disque utilisé est de 42% (16,59 Go utilisés, 
22,87 Go libres), donc tout va bien. 

• CPU Load : Le statut est OK, la charge CPU sur les 5 dernières minutes est faible (6% en 
moyenne), donc tout est normal. 

• Explorer : Le statut est OK, l'explorateur de fichiers Windows est bien détecté et en 
cours d'exécution. 

• Memory Usage : Le statut est OK, l'utilisation de la mémoire est de 40%, ce qui est très 
raisonnable. 

• NSClient++ Version : Le statut est OK, la version 0.4.1.73 de NSClient++ est bien 
détectée. 

• Uptime : Le statut est OK, le serveur Windows a un uptime de 0 day(s) 2 hour (s) 5 
minute(s), il est en cours d'exécution depuis plus de 2 heures et 5 minutes. 

• L'alerte Critical est due au fait que le service W3SVC (lié à IIS) n'est pas installé ou 
activé, ce qui est normal dans notre cas, puisque IIS n'est pas utilisé mais apache2 pour 
héberger des sites web. 

 



Ainsi, la supervision du serveur srvad via Nagios est entièrement fonctionnelle, tous les 
services critiques sont opérationnels, et les résultats obtenus confirment que le système est 
bien surveillé, garantissant ainsi une gestion efficace de ses ressources. 

ConCluSIon : 

 

Ce TP sur la mise en place de la supervision avec Nagios a apporté une expérience précieuse 
dans l'administration des systèmes et des serveurs. La configuration de Nagios pour surveiller 
des environnements Windows et Linux a permis de comprendre les enjeux liés à la disponibilité 
des services et à la détection rapide des incidents. Grâce à cette expérience pratique, les 
compétences acquises dans la gestion proactive des serveurs et la supervision d'infrastructures 
critiques sont désormais solides et transférables à des contextes professionnels réels. La 
réussite de ce projet montre l'importance de la supervision dans la réduction des temps d'arrêt 
et l'amélioration de la réactivité des équipes techniques. 

 

fIn du tp : 
 


