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COMPTE RENDU TPN°3 BLOC N°2 SISR
INTRODUCTION

&) CONTEXTE DU TP

Ce TP se penche sur Uinstallation et de la configuration d'une solution de
supervision avec Nagios sur un serveur Linux Debian 12.0, dans le cadre
de la gestion des infrastructures pour la mairie des Abymes. L'objectif est de
mettre en place un systeme permettant de surveiller en temps réel l'état
des serveurs Windows et Linux, en garantissant la disponibilité des
services critiques tels que le serveur Active Directory et le serveur web
Apache. Ce projet permet de migrer vers une solution de supervision open-
source, tout en assurant une gestion proactive des incidents et une
réduction des colts liés aux solutions propriétaires. La supervision,
essentielle dans les environnements de production, contribue a améliorer la
stabilité et la sécurité des services fournis par les systemes.

B) OBJECTIFS ET ENJEUX

Acquérir et mettre en application les compétences suivantes :

* Justifier le choix d’une solution de mise en production d’un systéme
* Justifier le choix d’une solution de la disponibilité d’un serveur

* Installer et configurer une solution de disponibilité d’un serveur

* Sécuriser un serveur et une solution technique d'acces

* Administrer un systéeme

* Contrbler et améliorer les performances d’un systéeme

* Valider et documenter une solution

Condition de travail : Individuel



GHU nano 7.2 Jetcsn

“““ setcsnetuorks interfaces

auto lo
iface lo inet loophack

PS : Lors des installations initiales et des mises a jour sur le serveur SRVNAGIOS,
la configuration réseau a été temporairement définie en mode NAT avec DHCP.
Cela permettait au serveur d'avoir acces a Internet via la machine héte pour
télécharger les paquets nécessaires et effectuer les mises a jour. L'utilisation du
DHCP simplifie cette phase car elle attribue automatiquement une adresse IP.

Une fois toutes les mises a jour et installations effectuées, la configuration a été
modifiée pour utiliser une adresse IP statique sur le réseau local, avec les
parametres ci-dessus

Avant de commencer l'installation de Nagios, il faut mettre a jour votre systeme
Debian pour s'assurer que tout est a jour. Utilisez les commandes suivantes :

<< # apt update >>

<< # apt upgrade >>



Nagios a besoin de de plusieurs paquets pour fonctionner correctement. Voici
la liste des composants logiciels a installés : build-essential, apache2, php,
openssl, libssl-dev, libgd-dev, gcc, make, autoconf, libc6, libapache2-mod-php,
wget, apache2-utils et unzip.

Avec la commande << # apt install >> :

root@srunag ios: /home/userd apt Install build-essential apache? nho openssl Libssl-dev Libgd-cev dec make autocont Libch Libapache2-mod-php uget apacne-utils un

i,

On va maintenant créer |'utilisateur par défaut nommé “nagios” ayant les droits
d’acces limités

pour interagir avec le service de supervisons grace a << # useradd >> :

root@srynaglios: /homesuser® /usr/shin/u id naglos

PS : L'utilisation de /usr/sbin/ devant une commande ici useradd permet d'exécuter la
commande depuis le bon répertoire lorsque la commande est introuvable dans la variable

PATH.

Puis le group “nagemd” associé a l'aide de << # groupadd >> :

root@srynaglos: shomesuserd Ausr/splnsgroupacd nagocmc

Ensuite pour ajouter les utilisateurs “nagios” et “www-data” (utilisateur par défaut du service
web Apache?2 ayant les droits d’acces limités pour interagir avec ce service) au groupe
“nagemd”. On peut se servir de la commande << # usermod >> et les options <<-aet-G >>:

root@srynaglos: Shomesuserd Susrssblnsusermod -ah nagcmd naglos

root@srvnagios: sfhomesuserd Ausrsshindusermod -aG nagomd www-data




Pour vérifier que les utilisateurs “nagios” et “www-data” appartiennent bien au groupe
“nagemd” avec cette commande << # groups >>:

Elle affiche les groupes auxquels appartient un utilisateur.

mw-dat

Comme on peut le voir les deux utilisateurs ont deux groupes le premiers leurs groups
primaires respectifs et le second qui est “nagemd?”, le groupe auquel on les a ajoutés
précédemment.

D’abord il faut se déplacer dans le répertoire << /tmp >> et a 'aide de la commande << wget >>
téléchargez l’archive contenant les fichiers sources du paquet Nagios :




B)DECOMPRESSION DE L'ARCHIVE

Une fois l'archive téléchargée dans le répertoire << /tmp >>, il est nécessaire de la
décompresser a l'aide de lacommande << # tar >>:

root@srvnagios: AtmpR tar -z=vf nagios-4.5.5.tar.gz

Cela extraira les fichiers dans un répertoire nommeé “nagios-4.5.5” au méme endroit.

C)CONFIGURATION ET INSTALLATION DE NAGIOS

Apres avoir extrait les fichiers, on se déplace dans le répertoire et on lance la configuration
suivie de la compilation et de l'installation avec les commandes ci-dessous :

» _/configure --with-command-group=nagcmd --with-httpd-conf=/etc/apche2/sites-enabled
s make all

* make install

* make install-init

o make install-commandmode

s make install-config

1) ./configure --with-command-group=nagcmd --with-httpd-conf=/etc/apache2/sites-
enabled :

e Cette commande configure linstallation de Nagios en fonction de
l'environnement du serveur. L'option --with-command-group=nagcmd
spécifie que le groupe nagemd aura les permissions nécessaires pour
exécuter les commandes externes de Nagios. L'option --with-httpd-
conf=/etc/apache?2/sites-enabled indique 'emplacement ou Apache stocke
ses fichiers de configuration de sites web.

2) makeall:

e Cette commande compile les fichiers sources de Nagios pour créer les
exécutables nécessaires. Elle transforme le code source en binaires
utilisables par le systeme.

3) make install:

e Cette commande installe les fichiers compilés de Nagios (binaires,
configurations, etc.) dans les répertoires appropriés sur le systeme.



4) make install-init:

e Cette commande installe le script d'initialisation de Nagios, ce qui permet de
démarrer, arréter ou redémarrer Nagios via le systéme de gestion de services,
comme systemctl.

5) make install-commandmode :

e Cette commande configure les permissions pour les fichiers nécessaires a
U'exécution des commandes externes de Nagios. Elle permet a Nagios de
recevoir et de traiter des commandes provenant de l'interface web.

6) make install-config:

e Cette commande installe les fichiers de configuration par défaut de Nagios,
tels que le fichier principal nagios.cfg et d'autres fichiers de configuration
utilisés pour définir les hotes et services a superviser.

Apres l'installation de Nagios, l'étape suivante consiste a installer l'interface web. Cela se fait
via la commande suivante :

root@srvnagios: Atmpsnagios-4.5.58 make install-webconf_

Pour que l'interface web de Nagios fonctionne correctement, certains modules Apache doivent
étre activés. Les modules requis sont rewrite et cgi. On les active avec les commandes
suivantes:

‘enmod rewrite

‘enmod Cgi




Une fois les modules activés, il est nécessaire de redémarrer Apache pour que les
changements prennent effet :

root@srynagios: Atmpsnagios-4.5. stemctl restart apachez
rootl i i :

Pour sécuriser l'acces a l'interface web, un utilisateur spécifique doit étre crée “nagiosadmin”
avec pour mot de passe associé “@admin2425@”. Cet utilisateur aura les droits d'acces a
l'interface et sera protégeé par un mot de passe. A aide de la commande << # htpasswd >> et
Uoption << -¢ >>,

Ces informations seront stockées dans le fichier << /usr/local/nagios/etc/htpasswd.users >>.

Maintenant relancez le service web d’Apache2 avec la commande << # systemctl restart
apache2 >>

Avant de redémarrer Nagios, il est important de vérifier que la configuration est correcte et qu'il
n'y a pas d'erreurs qui pourraient empécher son bon fonctionnement. La vérification se fait avec
la commande suivante :

Development Team and Community Contributors

tion data...

detected duri the pre-fligh




Cette commande analyse le fichier de configuration principal de Nagios et vérifie qu'il est valide.
Sitout est correct, le message Total warnings : 0 et Total errors : 0 devrait s'afficher.

Pour lancer le service Nagios au démarrage du serveur saisissez la commande :

temct]l enable n

Sinon, vous pouvez le lancer, arréter ou le relancer via la commande << # systemctl start |
stop | restart nagios >>

Les plugins Nagios sont essentiels pour la supervision, car ils permettent de vérifier différents
services, matériels et autres composants. Chaque plugin est spécialisé dans la surveillance
d'un aspect particulier (par exemple, la charge CPU, l'espace disque, l'état du réseau, etc.).

Dans un premier temps il faut se déplacer dans le répertoire << /tmp >> et a 'aide de la
commande << wget >> téléchargez 'archive << nagios-plugins-2.4.12.tar.gz >>:

an

equete HTTP +;




Ps voici le bon lien pour 'étape 3 des plugins nagios :

wget https://github.com/nagios-plugins/nagios-plugins/releases/download/release-
2.4.12/nagios-plugins-2.4.12.tar.gz

Aprés avoir téléchargé l'archive, il est nécessaire de la décompresser pour accéder aux fichiers :

root@srvnagios: tmpd tar -zxvt nagios-plugins-2.4.12.tar.g2_

Une fois l'archive décompressée, il faut configurer et installer les plugins. Voici les commandes
a utiliser:

e _/Jconfigure

e make

e make install

1) ./configure vérifie que tous les prérequis sont présents pour installer les plugins sur le
systeme.

2) make compile les fichiers sources des plugins pour les rendre exécutables.

3) make install installe les plugins compilés dans le répertoire /usr/local/nagios/libexec.

Depuis le navigateur Firefox sur le serveur “srvad”, on peut accéder a Uinterface
d’administration de Nagios avec 'url << http://adresse_IP_serveur_nagios/nagios/ >>. Dans

notre cas:
&

Nagios'$®
Core”
+ Daemon running with PID 13137

Nagios® Core™
Version 4.5.5
September 17,2024

o R B e orore


http://adresse_ip_serveur_nagios/nagios/

ETAPE N°4 : SUPERVISION DU SERVEUR WINDOWS 2019 SERVER
« SRVAD » AVEC NAGIOS :

Alinstallation des plugins de Nagios, le plugin « check_nt » est préinstallé. Pour vérifier que le
plugin << check_nt >> est bien a 'emplacement << /usr/local/nagios/libexec >>, on peut
s’aiderde lacommande << #ls >:

icmp

En premier lieu il est nécessaire de télécharger NSClient ++ sur le serveur Windows ”srvad” via
le site << sourceforge.net/projects/nscplus >>:

5 | N Nagios: 192.168.1.69 x NSClient++ download | Sourcel X + (b} - ps

< C ects/nscplus/ | B % i

O B ttps://sourceforge.net/proj

O] NSCP-0.4.1.73-x64.msi

G, . “a n
Terminé — 23,0 Mo

Afficher tous les téléchargements

/N5Client++

NSClient++

Brought to you by:

' 0.0.0.0.¢ Downloads: Last Update:

Download Get Updates Share This

Files Reviews Support Tickets » News Discussion Donate Code

NSClient++ is a windows service that allows performance metrics to be gathered by Nagios (and possibly other monitoring tools). It is an

attempt to create a N5Client and NRPE compatible but yet extendable performance service for windows.

Project Activity N\

jeudi 24 octobre 2




Puis lors du lancement de Uinstallation il convient de choisir une installation compléte :

largements il v] Rechercher dans : Télécharge..

18 NSClient++ (x64) Setup — *

Choose Setup Type
Choose the setup type that best suits your needs ]

Installs the most common program features. Recommended for most users.

Custom
Allows users to choose which program features will be installed and where

they will be installed. Recommended for advanced users, l

Cochez cette option !!

Complete
All program features will be installed. Requires the most disk space.

Back Next Cancel

Ensuite précisez l’adresse IP de votre serveur Nagios et activez les modes de fonctionnement et
plugins/modules suivants :

e NSClient server (check_nt)
e NRPE Server (check_nrpe)
e <<common check plugins >>

1 NSClient++ (x64) ®

NSClient++ Configuration

Allowed hosts: (this is the IP of the nagios (or other) server)
|192. 168.5.3

M5Client password (only used via check_nt):
|@admin2425@]

Modules to load:

Enable common check plugins

Enable nsdient server (ched:_nt)

Enable NRPE server (check_nrpe)

[JEnable NSCA dient (dont enable unless you really use NSCA)
[JEnable WMI checks




Désormais il av falloir éditer le fichier de configuration nsclient.ini situé dans : << C:\Program
Files\NSClient++\nsclient.ini >> pour ajouter ou modifier les lignes suivantes :

j nsclient - Bloc-notes
Fichier Edition Format Affichage Aide

;3 CheckSystem - Various system related checks, such as CPU load, process state, service state memory usage and PDH counters.
CheckSystem = 1

; MRPE server - A simple serwver that listens for incoming NRPE connection and handles them.
NRPEServer = 1

; NSClient server - A simple server that listens for incoming NSClient (check_nt) connection and handles them. Although NRPE
NSClientServer = 1

; Undocumented section
[/settings/default]

; ALLOWED HOSTS - A comaseparated list of allowed hosts. You can use netmasks (/ syntax) or ®* to create ranges.
allowed hosts = 192.168.5.3

; PASSWORD - Password used to authenticate againast server
password = @admin2425@

port=12489|

3 A list of aliases available. An alias is an internal command that has been “wrapped” (to add arguments). Be careful so you
[/settings/external scripts/alias]

; alias_cpu - Alias for alias_cpu. To configure this item add a section called: /settings/external scripts/alias/alias_cpu
alias_cpu = checkCPU warn=88 crit=98 time=5m time=1m time=38s

; alias_cpu_ex - Alias for alias_cpu_ex. To configure this item add a section called: /settings/external scripts/alias/alias_
alias_cpu_ex = checkCPU warn=%ARG1% crit=$ARG2% time=5m time=1m time=38s

; alias_disk - Alias for alias_disk. To configure this item add a section called: /fsettings/external scripts/alias/alias_disk
alias_disk = CheckDriveSize MinWarn=18% MinCrit=5% CheckAll FilterType=FIXED

; alias_disk_loose - Alias for alias_disk_loose. To configure this item add a section called: /settings/external scripts/alia
alias disk loose = CheckDriveSize MinkWarn=10% MinCrit=5% CheckAll FilterTvpe=FIXED ignore-unreadable he
<

Windows (CRLF) Ln 45, Col 11 100%

Il reste maintenant a activer les modules suivants :

e CheckExternalScripts : Exécute des scripts personnalisés pour étendre les capacités
de supervision.

e CheckHelpers : Facilite l'écriture et l'exécution de vérifications personnalisées.

e CheckEventLog : Analyse les journaux d'événements Windows pour identifier des
erreurs ou avertissements systeme.

e CheckNSCP : Vérifie que l'agent NSClient++ est en fonctionnement.

e CheckSystem : Surveille des indicateurs systeme comme la charge CPU, la mémoire
utilisée, et l'état des processus.

e NSClientServer : Permet a Nagios de surveiller des services Windows via check_nt (par
exemple, utilisation CPU, mémoire, espace disque).

e NRPEServer: Permet a Nagios d'envoyer des commandes NRPE a distance pour des
vérifications avancées.



; Undocumented section

[/modules]

; CheckDisk - CheckDisk can check various file and disk related things. The current version has commands to check Size of har
CheckDisk = 1

; Event log Checker. - Check for errors and warnings in the event log. This is only supported through NRPE so if you plan to

CheckEventlog = 1

; Check External Scripts - A simple wrapper to run external scripts and batch files.

CheckExternalScripts = 1

; Helper function - Various helper function to extend other checks. This is also only supported through NRPE.
CheckHelpers = 1

; Check NSCP - Checkes the state of the agent

CheckNSCP = 1

; CheckSystem - Various system related checks, such as CPU load, process state, service state memory usage and PDH counters.

CheckSystem = 1

RPE server - A simple server that listens for incoming NRPE connection and handles them.

3 N
NRPEServer =

; NSClient server - A simple server that listens for incoming NSClient (check nt) connection and handles them. Although NRPE

[SClientServer = 1

Enfinilestindispensable de relancer le service NSClient++ toujours sur le serveur Windows
“srvad” avec les commandes : << net stop nscp >> et << net start nscp >>

Partage Affichage

12 élément(s)
12:31

= T ds 24£10/2024 L

L'objectif des tests de commandes est de vérifier si le serveur Windows supervisé répond
correctement aux requétes envoyées par Nagios depuis le répertoire «
/usr/local/nagios/libexec » via le plugin NSClient++. Ces commandes permettent de mesurer
l'état des ressources critiques du serveur (comme l'espace disque, la mémoire vive, la charge
CPU) et de s'assurer que le serveur fonctionne dans des conditions optimales. Chaque
commande utilise des parameétres spécifiques pour identifier et surveiller des métriques

précises.



% Commande n°1: Vérification de la version de NSClient++

12483 -v CLIENTVERSIOM -= @adminzd4zs@

Parameétres :
e -H192.168.5.2: L'adresse IP du serveur Windows a superviser.

e -p12489: Le portsurlequel le service NSClient++ écoute. Par défaut, c'est le port
124809.

e -vCLIENTVERSION : Ce parametre demande la version actuelle de NSClient++ sur le
serveur.

e -s @admin2425@ : Mot de passe pour l'authentification entre Nagios et NSClient++.

Résultat obtenu : La version de NSClient++ est .4.1.73 et date du 17/12/2012.

+ Commande n°2: Vérification de l'espace disque utilisé

Parameétres :
e -vUSEDDISKSPACE : Le parameétre pour vérifier l'espace disque utilisé.
e -l C:Spécifie la partition C: a surveiller.

e -w10:Seuilde Warning (alerte) a 10% d'espace libre. Si l'espace libre sur C: descend
sous 10%, un avertissement est générée.

e -c5:Seuilde Critical a 5%. Si l'espace libre descend sous 5%, une alerte critique est
déclenchée.

Résultat attendu : L'utilisation de l'espace disque présente un statut OK carilreste 57%
d’espace libre donc pas d’alerte Warning ou Critical.

% Commande n°3: Vérification de l'utilisation de la mémoire vive

Parametres :
e -vMEMUSE : Le parametre pour vérifier l'utilisation de la mémoire.

e -w10:Seuilde Warning a 10% de mémoire libre. Si moins de 10% de RAM est
disponible, un avertissement est généré.



e -c5:Seuilde Critical a 5%. Si moins de 5% de RAM est disponible, une alerte critique
est déclenchée.

Résultat obtenu : L'utilisation de la mémoire montre un statut OK car il reste 72% de RAM
disponible donc de nouveau pas d’alerte Warning ou Critical.

% Commande n°4 : Vérification de la charge CPU

heck_nt -H |
nne mini ) [ 2 mini ) ] ] i ; H:F 5C moyenne minimale'=2

Parametres :
e -vCPULOAD : Le parametre pour vérifier la charge CPU.

e -11,90,95,5,90,95,15,90,95 : Les seuils pour Warning et Critical sur des périodesde 1,5
et 15 minutes.

o 1 minute : Warning si la charge CPU dépasse 90%, Critical si elle dépasse 95%.
o 5 minutes: ldem, Warning a 90%, Critical a 95%.
o 15 minutes : Méme seuil.

Résultat obtenu : La charge CPU sur les 1, 5 et 15 dernieres minutes, amene a un statut OK
fonction des seuils avec respectivement 2%, 2% et 1%. Pas d’alerte Warning ni Critical.

Définition de U'hote :

Un nouvel hbte a été ajouté dans le fichier << usr/local/nagios/etc/objects/windows.cfg >>,
avec le nom srvad, son alias et Uadresse IP du serveur 192.168.5.2. Cette configuration permet a
Nagios de connaitre l'hdte a superviser.

GHU nang 7.2 Jusrslocal/nagioss/etc/objects/windows. cf2 %




Définition de 4 services a superviser:

Les services demandés de mettre en place sont déja présent dans le fichier de configurations <<
windows.cfg >>, il a suffi de remplacer le host_name winserver par srvad comme configurer
dans ’hote précédemment crée sinon le démarrage de nagios va s’exécuté avec une erreur. Et
pour le dernier service le seuil d’alerte du Warning par 85 au lieu de 80.

4+ Service 1:Temps écoulé depuis le dernier démarrage du serveur (Uptime):

GMU nano 7.2 susrslocal/naginssetc/objects/windows . cfe

t IUFTIME

Le service surveille depuis combien de temps le serveur srvad fonctionne sans interruption.

% Service 2 : Charge CPU avec alerte << Warning >> et << Critical >>

Ce service surveille la charge CPU du serveur sur les 5 dernieéres minutes, avec des seuils
d'alerte:

e Warning sila charge CPU dépasse 80%.
e Critical si elle dépasse 90%.

4+ Service 3 : Mémoire vive (RAM) avec alerte << Warning >> et << Critical >>




Ce service vérifie l'utilisation de la mémoire vive, avec des seuils de :
e Warning si lutilisation dépasse 80%.

e Critical si elle dépasse 90%.

+ Service 4:Espace disque sur le disque C: avec alerte << Warning >> et << Critical >>

Ce service surveille lutilisation de l’espace disque sur le volume C: . Les seuils sont :
e Warning si Uespace disque libre est inférieur a 85%.

e Critical si ’espace disque libre est inférieur a 90%.

Modification du fichier nagios.cfg

Une fois les services définis, nous avons décommenté la ligne dans le fichier <<
/usr/local/nagios/etc/nagios.cfg >> pour que Nagios prenne en compte la configuration des
services Windows.

GNU nano 7.2 susrs/local/nagios/etc/nagios.cig




Remarque : Lors de la configuration de l'agent NSClient++ sur la machine Windows, il est
nécessaire d'ajouter le mot de passe dans les arguments (parametres) pour assurer
l'authentification. Cette configuration doit é&tre réalisée dans le fichier <<
/usr/local/nagios/etc/objects/commands.cfg >> sur le serveur de supervision Nagios.

imap -H $HOSTADDRI

smtp -H $HOSTADDR

tCp -H $HOSTADDRE: P $ARGL$ FARGZS

P FARGLE FARG2E

Acces a l'interface Nagios pour vérifier la supervision :

Apres avoir terminé la configuration, nous accédons a l'interface web de Nagios via 'URL du
serveur 192.168.5.3/nagios. Dans l'onglet dédié a la supervision des hotes (Host Groups), nous
constatons que le nouveau serveur srvad (serveur Windows) a bien été ajouté et est supervisé. Il
apparait aux c6tés de 'hdte localhost (le serveur Nagios), et les deux sont marqués comme
étant UP, indiquant que la connexion est établie et que les pings sont réussis.

£ N Nagios 19216853 x | + v - X
&« (¢] O & 19216853 w @ @ a =
N H 0 Current Network Status Host Status Totals Service Status Totals

ag IOS Last Updated: Fri Oct 25 00:07:28 CEST 2024 Up Down Unreachable Pending Ok Warning Unknown Critical Pending

Updated eve

Bfe o o] e T o] =

Nagios® Cors nagios.org
General Logged in as All Probiems All Types Al Froblems All Types
Home
Documentation
Current Status
el Querniew Host Status Details For All Host Groups
Hosts
Services Limit Resutts: | 100 v
Host Groups Host %% Status #%  LastCheck #% Duration *% Status
Summar,
Grid locahost B ow 10-25.2024 00:06:59 0d &h 32m 24s PING OK - Paquets perdus = 0%, RTA = 0.04 ms
Service Groups srvad B w 10-25-2024 00:03:18 0d Oh 5m 39s+ PING OK - Paquets perdus = 0%, RTA = 810 ms.

Summan

Results 1 - 2 6f 2 Matching Hosts

Quick Search:

Reports
Availability
Trends
Alerts

History

Summary

Histogram
Notifications
Event Log

Page Tour

System

1207

e o




e srvad est supervisé depuis 3 minutes et 18 secondes, avec un ping sans perte de
paquets.

o localhost est supervisé depuis plus de 8 heures, ce qui montre que le serveur Nagios
fonctionne en continu.

Tout est en ordre pour la supervision des hotes.
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Dans cette capture, on voit la supervision des services configurés sur srvad en allant dans
Hosts puis Service Status Details For Host ‘srvad’. Voici les détails pour chaque service :

e C:\Drive Space : Le statut est OK, l'espace disque utilisé est de 42% (16,59 Go utilisés,
22,87 Go libres), donc tout va bien.

e CPU Load: Le statut est OK, la charge CPU sur les 5 dernieres minutes est faible (6% en
moyenne), donc tout est normal.

o Explorer: Le statut est OK, l'explorateur de fichiers Windows est bien détecté et en
cours d'exécution.

e Memory Usage : Le statut est OK, l'utilisation de la mémoire est de 40%, ce qui est tres
raisonnable.

¢ NSClient++ Version : Le statut est OK, la version 0.4.1.73 de NSClient++ est bien
détectée.

e Uptime : Le statut est OK, le serveur Windows a un uptime de 0 day(s) 2 hour (s) 5
minute(s), il est en cours d'exécution depuis plus de 2 heures et 5 minutes.

e |'alerte Critical est due au fait que le service W3SVC (lié a lIS) n'est pas installé ou
activé, ce qui est normal dans notre cas, puisque IIS n'est pas utilisé mais apache2 pour
héberger des sites web.



Ainsi, la supervision du serveur srvad via Nagios est entierement fonctionnelle, tous les
services critiques sont opérationnels, et les résultats obtenus confirment que le systeme est
bien surveillé, garantissant ainsi une gestion efficace de ses ressources.

CONCLUSION :

Ce TP sur la mise en place de la supervision avec Nagios a apporté une expérience précieuse
dans l'administration des systémes et des serveurs. La configuration de Nagios pour surveiller
des environnements Windows et Linux a permis de comprendre les enjeux liés a la disponibilité
des services et a la détection rapide des incidents. Grace a cette expérience pratique, les
compétences acquises dans la gestion proactive des serveurs et la supervision d'infrastructures
critiques sont désormais solides et transférables a des contextes professionnels réels. La
réussite de ce projet montre l'importance de la supervision dans la réduction des temps d'arrét
et 'amélioration de la réactivité des équipes techniques.
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