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Compte rendu tpn°5_BloC_n°3_SISr 

IntroduCtIon 

A) Contexte du tp 
 

Ce TP se concentre sur l’installation et la configuration d’une solution de haute disponibilité avec 

Heartbeat sur un serveur Linux Debian 12.0, dans le cadre de la gestion des infrastructures pour la 

mairie des Abymes. L'objectif est de garantir la disponibilité continue du site web en mettant en place 

un cluster de serveurs web capable d'assurer un basculement automatique en cas de panne du 

serveur principal. 

Ce projet vise à renforcer la résilience de l’infrastructure en assurant une transition fluide entre les 

serveurs SRVWEB1 et SRVWEB2 via une IP virtuelle gérée par Heartbeat. Grâce à cette approche, les 

utilisateurs accédant au site web ne subiront aucune interruption de service en cas de défaillance 

matérielle ou logicielle. 

L’implémentation de cette solution s'inscrit dans une démarche open-source, permettant d'optimiser 

les coûts tout en améliorant la gestion proactive des incidents. La haute disponibilité est un enjeu 

majeur dans les environnements de production, garantissant la continuité des services critiques et 

minimisant les interruptions potentielles. 

 

B) oBjeCtIfS et enjeux  
 

Acquérir et mettre en application les compétences suivantes : 

* Installer et configurer des éléments d’infrastructure 

*  Déployer une solution d’infrastructure 

*  Administrer un système 

*  Automatiser des tâches d’administration 

*  Tester l’intégration et l’acceptation d’une solution d’infrastructure 

*  Rédiger ou mettre à jour la documentation technique et utilisateur d’une solution 

d’infrastructure 

Condition de travail : Individuel 

 

 

 

 

 



etApe 1 : CréAtIon d’un SeCond Serveur weB « SrweB2 » : 

 

Dans cette première étape, nous allons préparer l’infrastructure du cluster en créant 3 clones 
du serveur web existant (srvweb) afin d’assurer une haute disponibilité. 

 srvweb_clone : Un clone de sauvegarde du serveur web d’origine, qui restera intact 
pour les prochains TP. 

 srvweb1 : Le premier serveur du cluster, qui recevra les requêtes en priorité. 
 srvweb2 : Le second serveur du cluster, qui prendra le relais en cas de panne. 

L’objectif est de préserver srvweb en évitant toute modification directe, tout en mettant en 
place un cluster fonctionnel. 

 

 

 

Pour cloner la machine, vous devez ouvrir 
VirtualBox, repérer srvweb, puis effectuer un 
clic droit dessus. Il suffit ensuite de 
sélectionner “Cloner...” pour lancer 
l’assistant de clonage : 

 

 

 

 

 

Une fois la fenêtre de clonage ouverte, 
plusieurs paramètres doivent être configurés. 
Tout d'abord, il faut renommer la machine (ici 
srvweb_clone ) et choisir l’emplacement où la 
sauvegarder. Ensuite, il est important de 
sélectionner “Clone Intégral” afin de dupliquer 
entièrement la machine source. Pour éviter tout 
conflit réseau, il faut également “Générer de 
nouvelles adresses MAC pour les interfaces 
réseau”. Une fois ces réglages effectués, un 
simple clic sur “Finish” permet de finaliser 
l’opération et de lancer le clonage de 
srvweb_clone : 

 

/ ! \ Remarque : Il suffit ensuite de répéter cette procédure pour créer les deux serveurs du cluster : 
srvweb1 et srvweb2 / ! \ 

1) 1) 

2) 

1) 

2) 

3) 

4) 

5) 



Maintenant que srvweb1 et srvweb2 sont créés, il faut modifier leur nom et leur adresse IP 
pour qu’ils puissent fonctionner correctement dans le cluster : 

 

 

 

 

 

 

 

Après le connage et le démarage des machines, on observe que le nom d’hôte reste 
inchangé. En exécutant la commande  hostname qui est resté srvweb : 

 

Nous allons modifier les fichiers hostname, situés dans le répertoire /etc/ sur les serveurs 
srvweb1 et srvweb2, en utilisant la commande nano : 

 nano /etc/hostname : permettant de modifier le nom d’hôte de la machine 
 

Modification des fichiers hostnames : 

 

 

Pour enregistrer les modifications des fichiers de configuration, appuyez sur CTRL+0, puis 
Entrée pour valider les modifications. Enfin CTRL+X pour quitter. 

1) 

2) 



Afin de prendre en compte les modifications, il faut redémarrer les machines virtuelles 
srvweb1 et srvweb2, soit en exécutant la commande “#reboot”, soit en les éteignant puis en 
les rallumant manuellement depuis VirtualBox. Les noms d'hôte ont bien été modifiés, 
comme le confirme l'exécution de la commande hostname sur chaque serveur : 

 

Il est nécessaire également de modifier le fichier de configuration des interfaces, situé dans 
le répertoire /etc/network/ sur les serveurs srvweb1 et srvweb2, en utilisant la commande 
nano : 

 nano /etc/network/interfaces : permet de configurer les paramètres réseau (adresse 
IP, masque réseau, DNS) 

 

Modification des fichiers de configuration des interfaces :  

 

 

 
 
 

Juste l’adresse ip a été changé 
en 192.168.5.14 

Juste l’adresse ip a été changé 
en 192.168.5.15 



Après le redémarrage du service réseau avec la commande “#systemctl restart networking”, 
nous avons vérifié les nouvelles configurations en exécutant “#ip a”, ce qui a confirmé 
l'application des changements d'adresse IP. Les serveurs srvweb1 et srvweb2 peuvent 
désormais communiquer entre eux, comme le montrent les tests de ping réussis : 

 

etApe 2 : mISe à jour deS fIChIerS de ConfIgurAtIon 

ApAChe 2.0 deS 2 ServeurS weB : 
 

Nous avons vérifié la configuration du fichier /etc/apache2/sites-available/ville-abymes.conf 
sur les serveurs srvweb1 et srvweb2, et aucune modification n’a été nécessaire. Les 
paramètres essentiels, tels que ServerName, ServerAlias, DocumentRoot, ainsi que la gestion 
des logs, sont correctement configurés. De plus, l’authentification est bien en place, 
garantissant que seuls les utilisateurs autorisés peuvent accéder au site via le port 8080 : 

Ping de srvweb1 à srvweb2 = ok Ping de srvweb2 à srvweb1 = ok 



Voici la modification du fichier /var/www/villeabymes/index.html qui a été effectuée 
respectivement sur chaque serveur web en leur attribuant un numéro : 

 Sur srvweb1, la page affiche : “Bienvenue sur le site n°1 de la ville des Abymes” 

 Sur srvweb2, la page affiche : “Bienvenue sur le site n°2 de la ville des Abymes” 

Cette distinction permet d’identifier clairement quel serveur répond aux requêtes. Elle sera 
particulièrement utile lors des tests de basculement du cluster afin de vérifier que la 
redirection vers le serveur actif s’effectue correctement en cas de panne simulée. 

 

Test d’accès au site hébergé sur srvweb1 :  

Après avoir effacé l’historique de navigation, l’accès au site n°1 via le port 8080 avec 
authentification s’est déroulé sans encombre ! 

 

 

 

 

 

 

 

 

 



 

Test d’accès au site hébergés sur srvweb2 :  

Suite à la suppression de l’historique de navigation, l’accès au site n°2 s’est fait via le port 
8080 avec authentification sans problème ! 

 

 

etApe 3 : CréAtIon et ConfIgurAtIon du CluSter deS 

ServeurS weB AveC heArBeAt : 
 

Pour garantir une communication fluide entre les serveurs du cluster avec Heartbeat, il est 
essentiel d'ajuster le fichier de correspondance des noms d'hôte (/etc/hosts). Il permet 
d'assurer une résolution correcte des adresses IP et d'éviter toute ambiguïté dans 
l'identification des machines, sans dépendre d’un serveur DNS externe. Nous utiliserons la 
commande :  

 nano /etc/hosts : permet de mettre à jour les correspondances locales entre adresses 
IP et noms d’hôte, afin que la résolution des noms soit correcte après le changement 
de nom d’hôte 
 

Modification des fichiers hosts : 

 

 



 

Dans cette configuration spécifique au cluster Heartbeat, le fichier /etc/hosts de chaque 
serveur est mis à jour pour garantir que chaque machine puisse reconnaître son homologue 
par son nom d’hôte : 

• Sur srvweb1 : 

 127.0.0.1 localhost → Définit l’adresse locale de la machine. 
 127.0.1.1 srvweb1 → Associe le nom d’hôte srvweb1 à l’interface locale. 
 192.168.5.15 srvweb2 → Permet à srvweb1 d’identifier srvweb2 via son IP. 

• Sur srvweb2 : 

 127.0.0.1 localhost → Définit l’adresse locale de la machine. 

 127.0.1.1 srvweb2 → Associe le nom d’hôte srvweb2 à l’interface locale. 

 192.168.5.14 srvweb1 → Permet à srvweb2 d’identifier srvweb1 via son IP. 

 

En appliquant cette configuration, les deux serveurs peuvent communiquer entre eux à l'aide 
de leurs noms d'hôte, ce qui est essentiel pour Heartbeat, qui privilégie les noms plutôt que 
les adresses IP dans la gestion du cluster. 

 

 

 

 

 

 

 

 

Ping de srvweb1 à srvweb2 
en utilisant son nom réussi ! 

Ping de srvweb2 à srvweb1 
en utilisant son nom réussi ! 



Mise à jour des paquets et installation de Heartbeat : 

Pour assurer un environnement à jour et stable avant l'installation de Heartbeat, les 
paquets du système doivent être mis à jour sur chaque serveur. Voici les étapes effectuées : 

 apt update : Met à jour la liste des paquets disponibles en récupérant les dernières 
versions depuis les dépôts officiels. 

 apt upgrade : Installe les mises à jour disponibles pour les paquets déjà installés, 
incluant corrections de sécurité et améliorations. 

 apt install heartbeat : Installe le paquet Heartbeat, essentiel pour configurer le cluster 
et assurer la haute disponibilité des services web. 

 

Configuration du cluster avec Heartbeat : 

Seuls 3 fichiers de configuration, situés dans le répertoire “/etc/ha.d/”, sont nécessaires pour 
déployer un cluster de serveurs autour d'une adresse IP virtuelle. Il est impératif de les créer 
et de les paramétrer correctement : 

 nano /etc/ha.d/ha.cf : Définit les paramètres de communication et de gestion du 
cluster. 

 nano /etc/ha.d/haresources : Spécifie quelle ressource (adresse IP virtuelle et service 
Apache) sera gérée par le cluster. 

 nano /etc/ha.d/authkeys : Contient la clé d’authentification pour sécuriser les 
échanges entre les nœuds. 

 

 

 

 

 

Fin d’installation Heartbeat sur srvweb1 ! Fin d’installation Heartbeat sur srvweb2 ! 



Création du fichier “ha.cf” : 

 

Explication des différents paramètres du fichier de configuration “ha.cf” : 

 bcast enp0s3 : Utilise le mode broadcast sur l’interface réseau enp0s3 pour la 
communication entre les nœuds du cluster. 

 warntime 4 : Définit le délai (en secondes) avant qu’une alerte de panne ne soit 
générée. 

 deadtime 5 : Temps d’attente (en secondes) avant qu’un serveur soit considéré 
comme hors-ligne en l’absence de réponse. 

 initdead 15 : Temps d’initialisation (en secondes) après le démarrage d’un nœud avant 
la première vérification de disponibilité. 

 keepalive 2 : Intervalle (en secondes) entre chaque envoi de signal de vie (heartbeat) 
entre les nœuds. 

 auto_failback on : Active le retour automatique des services vers le nœud principal 
lorsque celui-ci redevient disponible. 

 node srvweb1 : Déclare srvweb1 comme l’un des nœuds du cluster. 
 node srvweb2 : Déclare srvweb2 comme l’autre nœud du cluster. 

 

Création du fichier “authkeys” : 

Explication des différents paramètres du fichier de configuration “authkeys” : 

 auth 1 : Définit le type d’authentification utilisé par Heartbeat pour sécuriser les 
échanges entre les nœuds du cluster. 

 1 md5 macle : Spécifie que l’authentification repose sur l’algorithme MD5 et utilise 
une clé de chiffrement (macle) pour sécuriser la communication entre les serveurs 
du cluster. 

Paramètres de configuration ajoutés sur srvweb1  Paramètres de configuration ajoutés sur srwve2  

Paramètres de configuration ajoutés sur srvweb1  Paramètres de configuration ajoutés sur srwve2  



Pour des raisons de sécurité, les droits d'accès à ce fichier (authkeys) sont restreints à l'aide 
de la commande chmod 600 /etc/ha.d/authkeys. Cette modification limite l'accès au fichier 
à l'utilisateur root uniquement, assurant ainsi la sécurisation des échanges entre les nœuds 
du cluster Heartbeat. Une vérification avec la commande ls -l permet de confirmer 
l'application correcte des permissions : 

 

Création du fichier “haresources” : 

 

Explication des différents paramètres du fichier de configuration “haresources” : 

 SRVWEB1 : Définit le nœud principal du cluster. 
 IPaddr ::192.168.X.4/24/enp0s3 :0 : Configure une adresse IP virtuelle associée au 

cluster et attribuée à l'interface réseau enp0s3. 
 apache2 : Indique que le service Apache2 sera géré par le cluster et basculera 

automatiquement en cas de défaillance du nœud principal. 
 

Redémarrage et vérification de l’état de Heartbeat : 

Pour appliquer les modifications effectuées dans les fichiers de configuration de Heartbeat, il est nécessaire d'exécuter les 
commandes suivantes sur chaque serveur : 

 systemctl stop heartbeat : Arrête le service Heartbeat. 

 systemctl start heartbeat : Relance le service Heartbeat. 

 systemctl status heartbeat : Vérifie que le service est bien activé et fonctionne correctement.  



Le service Heartbeat est enabled et active, ce qui signifie qu'il est actuellement en cours 
d'exécution et qu'il se lancera automatiquement au démarrage du système. 

 

etApe 4 : teSt de lA hAute dISponIBIlIté du SIte weB de 

lA vIlle deS ABymeS : 
 

Depuis un poste client sous Windows, des tests de communication ont été effectués en 
exécutant la commande ping vers les adresses IP des serveurs (192.168.5.14 et 192.168.5.15) 
ainsi que vers l’IP virtuelle du cluster (192.168.5.4) : 

Les résultats montrent que toutes les requêtes ping ont été correctement répondues, 
confirmant ainsi la connectivité réseau entre le client et les serveurs web. Cela valide que les 
configurations réseau et Heartbeat sont opérationnelles et que le cluster est bien accessible 
via son adresse IP virtuelle. 

 

Test de la “Haute disponibilité” du cluster Heartbeat : 

Déroulement du scénario 

L'objectif de ce test est de vérifier que le mécanisme de haute disponibilité du cluster 
Heartbeat fonctionne correctement. Pour cela, nous allons accéder au site web de la ville des 
Abymes via l'adresse IP virtuelle du cluster depuis un poste client sous Windows. Par défaut, 
le site affiché sera celui du serveur principal (srvweb1), indiquant “Bienvenue sur le site n°1 
de la ville des Abymes”, puisque srvweb1 est le maître actif. 



Nous allons ensuite éteindre srvweb1 pour simuler une panne. Une fois la page rafraîchie sur 
le client, nous devrions voir apparaître “Bienvenue sur le site n°2 de la ville des Abymes”, 
indiquant que srvweb2 a pris le relais, prouvant ainsi que la bascule s'est bien effectuée. 

Enfin, nous rallumerons srvweb1, et après un nouveau rafraîchissement de la page, le site 
devrait revenir sur srvweb1 avec “Bienvenue sur le site n°1 de la ville des Abymes”, 
confirmant que la gestion du retour automatique vers le serveur principal fonctionne bien. 

 

1. Accès au site via l'IP virtuelle : 

Depuis un poste client sous Windows, nous accédons au site web de la ville des Abymes en 
entrant l'adresse IP virtuelle du cluster (192.168.5.4:8080) dans le navigateur Firefox. Puis il 
faut s’authentifier : 

 

Le site affiché doit être celui du serveur principal srvweb1, avec le message : 
“Bienvenue sur le site n°1 de la ville des Abymes”. 

1) 

2) 



2. Simulation de la panne du serveur principal : 

Nous arrêtons srvweb1 pour simuler une panne et laissons allumer srvweb2 : 

 

 

Depuis le poste client, nous rafraîchissons la page en faisant F5. Si la haute disponibilité 
fonctionne correctement, le site doit être pris en charge par srvweb2, affichant : 
“Bienvenue sur le site n°2 de la ville des Abymes”. 

1) 

2) 
3) 



Cela prouve que srvweb2 a bien pris le relais en cas de défaillance du serveur principal. 

 

3. Restauration du serveur principal et retour à la situation initiale : 

Nous redémarrons srvweb1, afin que les deux serveurs soient de nouveau actifs : 

 

Après quelques instants, nous rafraîchissons la page depuis le poste client avec F5. Si la 
configuration est correcte, la page doit revenir sur srvweb1, affichant à nouveau : 
“Bienvenue sur le site n°1 de la ville des Abymes”. 

 

/!\ Ce test permet de confirmer que la bascule entre les serveurs en cas de panne fonctionne 
et que le retour automatique vers le maître initial s’effectue correctement /!\ 

 

 

 

 

 



ConCluSIon : 

 
Ce TP a offert une expérience enrichissante dans la mise en place d’un cluster de haute 
disponibilité assurant la continuité des services web avec Heartbeat. La configuration des 
serveurs srvweb1 et srvweb2, ainsi que l’implémentation d’une IP virtuelle, ont permis 
d’explorer les mécanismes de basculement automatique et de redondance essentiels à la 
fiabilité d’une infrastructure informatique. 

Grâce à cette approche, les compétences développées en clustering, gestion des pannes et 
continuité de service s’avèrent indispensables pour assurer des systèmes robustes et 
résilients. Cette maîtrise technique constitue un acquis durable, directement applicable aux 
environnements professionnels où la stabilité et la disponibilité des services sont des enjeux 
majeurs. 

 

fIn du tp : 

 


