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COMPTE RENDU TPN°5_BLOC N°3 SISR
INTRODUCTION

A) CONTEXTE DU TP

Ce TP se concentre sur l'installation et la configuration d’une solution de haute disponibilité avec
Heartbeat sur un serveur Linux Debian 12.0, dans le cadre de la gestion des infrastructures pour la
mairie des Abymes. L'objectif est de garantir la disponibilité continue du site web en mettant en place
un cluster de serveurs web capable d'assurer un basculement automatique en cas de panne du
serveur principal.

Ce projet vise a renforcer la résilience de I'infrastructure en assurant une transition fluide entre les
serveurs SRVWEB1 et SRVWEB2 via une IP virtuelle gérée par Heartbeat. Grace a cette approche, les
utilisateurs accédant au site web ne subiront aucune interruption de service en cas de défaillance
matérielle ou logicielle.

Limplémentation de cette solution s'inscrit dans une démarche open-source, permettant d'optimiser
les colts tout en améliorant la gestion proactive des incidents. La haute disponibilité est un enjeu
majeur dans les environnements de production, garantissant la continuité des services critiques et
minimisant les interruptions potentielles.

B) OBJECTIFS ET ENJEUX

Acquérir et mettre en application les compétences suivantes :

* Installer et configurer des éléments d’infrastructure

* Déployer une solution d’infrastructure

* Administrer un systeme

* Automatiser des taches d’administration

* Tester I'intégration et I'acceptation d’une solution d’infrastructure

* Rédiger ou mettre a jour la documentation technique et utilisateur d’une solution

d’infrastructure

Condition de travail : Individuel



ETAPE 1 : CREATION D’UN SECOND SERVEUR WEB « SRWEB2 » :

Dans cette premiére étape, nous allons préparer Uinfrastructure du cluster en créant 3 clones
du serveur web existant (srvweb) afin d’assurer une haute disponibilité.

4+ srvweb_clone : Un clone de sauvegarde du serveur web d’origine, qui restera intact
pour les prochains TP.

%+ srvweb1: Le premier serveur du cluster, qui recevra les requétes en priorité.

% srvweb2:Le second serveur du cluster, qui prendra le relais en cas de panne.

L’objectif est de préserver srvweb en évitant toute modification directe, tout en mettant en
place un cluster fonctionnel.
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Keep Hardware UUIDs

Finish Annuler

/ '\ Remarque : Il suffit ensuite de répéter cette procédure pour créer les deux serveurs du cluster :
srvweb1 et srvyweb2/!\



Maintenant que srvweb1 et srvweb2 sont créés, il faut modifier leur nom et leur adresse IP
pour qu’ils puissent fonctionner correctement dans le cluster:

Erﬂ_l"\ srvweb_clone
< @ Eteinte

Erﬂ_]"\ srvweb1
< @ Eteinte

Apres le connage et le démarage des machines, on observe que le nom d’héte reste
inchangé. En exécutant la commande hostname qui est resté srvweb :
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Nous allons modifier les fichiers hostname, situés dans le répertoire /etc/ sur les serveurs
srvweb1 et srvweb2, en utilisant la commande nano :

%+ nano /etc/hostname : permettant de modifier le nom d’héte de la machine

Modification des fichiers hostnames :

GHU nano 7.2 /etcshostnane
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GNU nano 7.2

Jetc/hostriane GHL nano 7.2

/etc/hostname

Pour enregistrer les modifications des fichiers de configuration, appuyez sur CTRL+0, puis
Entrée pour valider les modifications. Enfin CTRL+X pour quitter.



Afin de prendre en compte les modifications, il faut redémarrer les machines virtuelles
srvweb1 et srvweb2, soit en exécutant la commande “#reboot”, soit en les éteignant puis en
les rallumant manuellement depuis VirtualBox. Les noms d'hote ont bien été modifiés,
comme le confirme l'exécution de la commande hostname sur chaque serveur:

""
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Il est nécessaire également de modifier le fichier de configuration des interfaces, situé dans
le répertoire /etc/network/ sur les serveurs srvweb1 et srvyweb2, en utilisant la commande
nano:

+ nano /etc/network/interfaces : permet de configurer les paramétres réseau (adresse
IP, masque réseau, DNS)

Modification des fichiers de configuration des interfaces :

[o)
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setc/networks interfaces

B
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GNU nano 7.2 sete/networksinterfaces G nano 7.2 /ete/netuork/interfaces *




Aprés le redémarrage du service réseau avec lacommande “#systemctl restart networking”,
nous avons vérifié les nouvelles configurations en exécutant “#ip a”, ce qui a confirmé
l'application des changements d'adresse IP. Les serveurs srvweb1 et srvweb2 peuvent
désormais communiquer entre eux, comme le montrent les tests de ping réussis :

-
)
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rootd@sreueh?: shome/userd sustemct]l restart networking

root@srywehz: /homesusers [ip a

: lo: <LOOPBACK,UP,LOMER_UP> mtu 65536 gdisc nogueue state UNKNOWW group default glen 16@8
link/Lloophack ©0:00:00:00:00:00 brd 00:00:00:00:00:00

root@srvuebl: shome/userd (systemct] restart network ing
ront@srvuwehl: shomesuser# [Ip @
1: lo: <LOOPBACK,UP,LOHER_UP> mtu 65536 gdisc nogueue state UMKNOWN group default glen 1666
Link/loonhack 06:00:00:00:00:00 hrd 60:00:60:00:00:00
inet 127.6.6.1/8 scope host lo inet 127.9.6.1/8 scope host lo
walid_lft forever preferred_lft forever valid_Lft forewer preferred_1ft forever
inetd ::17/128 scope host nopref ixroute inet6 ::1/128 scope host noprefixroute
walid_lft forever preferred_lft forever valid_Lft forever preferred_l1ft forever
2: enp©s3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1568 gdisc fg_codel state UP group default glen 1606 2: enpes3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1568 gdisc fg_codel state UP group default glen 1866
Link/ether 08:00:27:03:85:08 hrd ff:ff:ff:ff:ff:ff Linksether 0R:00:27:a7:02:47 brd ff:ffaffoff ffoff
lnet 192.168.5.14/24 brd 192.166.5.255 scope global enpés3 inet 192.168.5.15/24 brd 152.168.5.255 scope 2lobal enpess
VaIId_[TT Torever preferred LTt forever valld_ITt forever preferred LTt rarever
inets feB@::ap0:27ff:fe63:8508/04 scope Llink ineth feBa::ap@:27ff:fea2:h242/64 scope link
valid_Lft forever preferred 1ft forever valid_lft forever preferred_lft forever
root @srvwebl:shome/user# | ping 192.168.5.15 root@sryweh?: shomesuserd (ping 192.168.5.14

FING 192.168.5.15 (192.168.5.15) 56(84) bytes of data. PING 192.168.5.14 (192.168.5.14) 5a(84) hytes of data.

64 bytes from 192.168.5.15: icmp_seq=1 tt1=64 time=65.3 ms 64 bytes from 192.168.5.14: icmp_seq=1 tt1=hd time=89.8 ms
64 hytes from 132.166.5.15: lcmp_seq=2 ttl=64 time=1.51 ms 64 bytes from 192.168.5.14: icmp_seq=2 ttl=6d time=1.11 ms
64 hutes from 192.168.5.1

64 bytes from 132.168.5.15: icmp_seg=4 ttl=64 time=1.65 ms
"C

iemo seq=3 ttl=64 time=1.60 ms 64 hytes from 192.168.5.14: icmp seq=3 ttl=ed tim
L 64 hytes from 192.168.5.14: icwp_seq=4 ttl=ed time=1.
T

--- 192.168.5.14 ping statistics ---

4 packets transmitted, 4 received, 8% packet loss, time 3643ms
rtt min/avg/max/mdey = 1.111/23.376/69.834/38.368 ms
root@sryweha: shome/userd

--- 192.168.5.15 ping statistics ---

4 packets transmitted, 4 received, 8% packet loss, time 3949ms
rtt minsavg/max/mdew = 1.516/17.514/65.299/27.568 ms
root@srvuehl: shome/userd# _

Nous avons vérifié la configuration du fichier /etc/apache2/sites-available/ville-abymes.conf
sur les serveurs srvweb1 et srvweb2, et aucune modification n’a été nécessaire. Les
parametres essentiels, tels que ServerName, ServerAlias, DocumentRoot, ainsi que la gestion
des logs, sont correctement configurés. De plus, LPauthentification est bien en place,
garantissant que seuls les utilisateurs autorisés peuvent accéder au site via le port 8080
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r nang
l<VirtualHost *:Be86> lVirtualHost *:Bese>

Serveradmin webmaster@wille-abymes. fr
ServerName ville-abymes.fr
Serverdlias wwww.ville-abumes.fr
DocumentRoot Svar/wuwsvilleabymes

<Directory Jvar/swawyilleabymes:
AUthType Basic
AuthName "Accés privé -site vile des Abumes”
AuthBasicProvider file
AuthlserFile /etc/apache2s.htusers
Reguire valid-user
</Directory>

ErrorLog ${APACHE_LOG_DIR}/willeabymes/error. log
CustomLog $APACHE_LOG_DIR3/wvilleabumes access.log combined

</VirtualHost>

Aide Ecrire chercher Couper
Quitter Lire fich. Remplacer Coller

<AVirtu

Serveradmin webmaster@ville-abymes.fr
ServerName ville-abymes.fr
Serverdlias wwuw.ville-abymes. fr
DocumentRoot svar/wuw/villeabymes

<Directory svarswwwsvilleabymes:
AUthType Basic
Authname “Accés privé -site vile des Abumes”
AuthBasicProvider file
AuthUserFile Jetc/apachez/.htusers
Require valid-user
</Directory>

ErrorLog $fAPACHE_LOG_DIR}/villeabymes/error. log
CustomLog $APACHE_LOG_DIR3/villeabumes access. log combined

alHost>

Ecrire Chercher Couper Emplacement
Lire fich. Remplacer Coller Aller ligne

Annuler
Refaire




Voici la modification du fichier /var/www/villeabymes/index.html qui a été effectuée
respectivement sur chaque serveur web en leur attribuant un numéro :

+ Sursrvweb1, la page affiche : “Bienvenue sur le site n°1 de la ville des Abymes”
+ Sursrvweb?2, la page affiche : “Bienvenue sur le site n°2 de la ville des Abymes”

Cette distinction permet d’identifier clairement quel serveur répond aux requétes. Elle sera
particulierement utile lors des tests de basculement du cluster afin de vérifier que la
redirection vers le serveur actif s’effectue correctement en cas de panne simulée.

Fichier Machine Ecran Entrée Périphériques Aide Fichier Machine Ecran Entrée Périphériques Aide

GNU_hano 7.2 Juar/wwu/villeabumes/index. html
p i
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Test d’acceés au site hébergé sur srvweb1 :

Apres avoir effacé Uhistorique de navigation, ’accés au site n°1 via le port 8080 avec
authentification s’est déroulé sans encombre !
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Test d’acceés au site hébergés sur sryweb2 :

Suite a la suppression de Uhistorique de navigation, ’accés au site n°2 s’est fait via le port
8080 avec authentification sans probléeme !

Machine Entrée Périphériques  Aide

&
X Q192168515400
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e e vous crecte

Contact

Présentation de la Ville des Abymes

La vile des Abymes est une commune située en Guadeloupe. Riche en histaire et en culture, elle offre une multituce de
services et d'événements pour ses cloyens. Ge site vous permetira de découviir les différents services municipaux, ainsi
que les projets en cours.

Vous trouverez icl des informatons utles pour les habitants, les entreprises, ainsi que pour les visiteurs. Explorez les
différentes pages pour en savoir plus.

© 2024 Ville des Abymes. Tous drolts réserves.
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ETAPE S : CREATION ET CONFIGURATION DU CLUSTER DES
SERVEURS WEB AVEC HEARBEAT :

Pour garantir une communication fluide entre les serveurs du cluster avec Heartbeat, il est
essentiel d'ajuster le fichier de correspondance des noms d'hote (/etc/hosts). Il permet
d'assurer une résolution correcte des adresses IP et d'éviter toute ambiguité dans
l'identification des machines, sans dépendre d’un serveur DNS externe. Nous utiliserons la
commande :

4 nano /etc/hosts : permet de mettre a jour les correspondances locales entre adresses
IP et noms d’hote, afin que la résolution des noms soit correcte apres le changement
de nom d’hote

Modification des fichiers hosts :

Fichier Machine Fcran Entrée  Périphériq

GNU nano 7.2 /etc/hosts /etc/hosts
97 wuw.ville-abymes eh It o h
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/etc/hosts 3 /ete/hosts

Dans cette configuration spécifique au cluster Heartbeat, le fichier /etc/hosts de chaque
serveur est mis a jour pour garantir que chaque machine puisse reconnaitre son homologue
par son nom d’héte :

e Sursrvweb1:

4+ 127.0.0.1 localhost = Définit Uadresse locale de la machine.
% 127.0.1.1 sryweb1 = Associe le nom d’hote srvweb1 a Uinterface locale.
+ 192.168.5.15 srvweb2 = Permet a srvweb1 d’identifier srvweb2 via son IP.

e Sursrvweb2:
4+ 127.0.0.1 localhost = Définit Uadresse locale de la machine.
+ 127.0.1.1 srvweb2 - Associe le nom d’héte srvweb?2 a Uinterface locale.

+ 192.168.5.14 srvweb1 = Permet a srvweb?2 d’identifier srvweb1 via son IP.

En appliquant cette configuration, les deux serveurs peuvent communiquer entre eux a l'aide
de leurs noms d'héte, ce qui est essentiel pour Heartbeat, qui privilégie les noms plutét que
les adresses IP dans la gestion du cluster.
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Mise a jour des paquets et installation de Heartbeat :

Pour assurer un environnement a jour et stable avant l'installation de Heartbeat, les
paquets du systéme doivent étre mis a jour sur chaque serveur. Voici les étapes effectuées :

+ aptupdate: Met ajour la liste des paquets disponibles en récupérant les derniéres
versions depuis les dépots officiels.

+ aptupgrade : Installe les mises a jour disponibles pour les paquets déja installés,
incluant corrections de sécurité et améliorations.

+ aptinstall heartbeat: Installe le paquet Heartbeat, essentiel pour configurer le cluster
et assurer la haute disponibilité des services web.

™
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Configuration du cluster avec Heartbeat :

Seuls 3fichiers de configuration, situés dans le répertoire “/etc/ha.d/”, sont nécessaires pour
déployer un cluster de serveurs autour d'une adresse IP virtuelle. Il est impératif de les créer
et de les paramétrer correctement :

*+ nano /etc/ha.d/ha.cf: Définit les paramétres de communication et de gestion du
cluster.

*+ nano /etc/ha.d/haresources : Spécifie quelle ressource (adresse IP virtuelle et service
Apache) sera gérée par le cluster.

+ nano /etc/ha.d/authkeys : Contient la clé d’authentification pour sécuriser les
échanges entre les nceuds.



Création du fichier “ha.cf”:

[
o)

Fichier Machine Ecran Entrée Périphériques Aide Fichier Machine Ecran Entrée Périphériques Aide

/etchadmactl . lomeote | /etcihadmhact
. brast o

Explication des différents parameétres du fichier de configuration “ha.cf”:

*

bcast enp0s3 : Utilise le mode broadcast sur Uinterface réseau enp0s3 pour la
communication entre les nceuds du cluster.

warntime 4 : Définit le délai (en secondes) avant qu’une alerte de panne ne soit
générée.

deadtime 5 : Temps d’attente (en secondes) avant qu’un serveur soit considéré
comme hors-lighe en ’absence de réponse.

initdead 15 : Temps d’initialisation (en secondes) aprés le démarrage d’un nceud avant
la premiere vérification de disponibilité.

keepalive 2 : Intervalle (en secondes) entre chaque envoi de signal de vie (heartbeat)
entre les nceuds.

auto_failback on : Active le retour automatique des services vers le nceud principal
lorsque celui-ci redevient disponible.

node srvweb1 : Déclare sryweb1 comme ’un des nceuds du cluster.

node srvweb2 : Déclare sryweb2 comme Uautre nceud du cluster.

Création du fichier “authkeys” :

o
(o)
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G nano 7.2

Jetoiha.d/authkeys | | GMU namo 1.2 Jeto/ha.diauthkeys
hi

Auth

Explication des différents parameétres du fichier de configuration “authkeys” :

*

*

auth 1 : Définit le type d’authentification utilisé par Heartbeat pour sécuriser les
échanges entre les nceuds du cluster.

1 md5 macle : Spécifie que Pauthentification repose sur Ualgorithme MD5 et utilise
une clé de chiffrement (macle) pour sécuriser la communication entre les serveurs
du cluster.



Pour des raisons de sécurité, les droits d'acces a ce fichier (authkeys) sont restreints a l'aide
de la commande chmod 600 /etc/ha.d/authkeys. Cette modification limite l'acceés au fichier
a l'utilisateur root uniquement, assurant ainsi la sécurisation des échanges entre les nceuds
du cluster Heartbeat. Une vérification avec la commande ls -l permet de confirmer
l'application correcte des permissions :

il
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Création du fichier “haresources”:

B

Fichier Machine Ecran Entrée Périphériques Aide Fichier Machine Ecran Entrée Périphériques Aide

GhU nano 7.2 Uete/hadrbaresoyrces | | GNU nano 7.2 /ete/ha.dsharesources ||

Explication des différents paramétres du fichier de configuration “haresources”:

% SRVWEB1 : Définit le noeud principal du cluster.

4+ IPaddr ::192.168.X.4/24/enp0s3 :0 : Configure une adresse IP virtuelle associée au
cluster et attribuée a l'interface réseau enp0s3.

4+ apache2 : Indique que le service Apache2 sera géré par le cluster et basculera
automatiquement en cas de défaillance du nceud principal.

Redémarrage et vérification de état de Heartbeat :

Pour appliquer les modifications effectuées dans les fichiers de configuration de Heartbeat, il est nécessaire d'exécuter les
commandes suivantes sur chaque serveur :

+ systemctl stop heartbeat : Arréte le service Heartbeat.
+ systemctl start heartbeat : Relance le service Heartbeat.

+ systemctl status heartbeat : Vérifie que le service est bien activé et fonctionne correctement.
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Le service Heartbeat est enabled et active, ce qui signifie qu'il est actuellement en cours
d'exécution et qu'il se lancera automatiquement au démarrage du systéme.

ETAPE 4 : TEST DE LA HAUTE DISPONIBILITE DU SITE WEB DE
LA VILLE DES ABYMES :

Depuis un poste client sous Windows, des tests de communication ont été effectués en
exécutant la commande ping vers les adresses IP des serveurs (192.168.5.14 et 192.168.5.15)
ainsi que vers UIP virtuelle du cluster (192.168.5.4) :

Fichier Machine Entrée Périphériques Aide

@ C:\Windows\system32\cmd.exe

Les résultats montrent que toutes les requétes ping ont été correctement répondues,
confirmant ainsi la connectivité réseau entre le client et les serveurs web. Cela valide que les
configurations réseau et Heartbeat sont opérationnelles et que le cluster est bien accessible
via son adresse IP virtuelle.

Test de la “Haute disponibilité” du cluster Heartbeat :
Déroulement du scénario

L'objectif de ce test est de vérifier que le mécanisme de haute disponibilité du cluster
Heartbeat fonctionne correctement. Pour cela, nous allons accéder au site web de la ville des
Abymes via l'adresse IP virtuelle du cluster depuis un poste client sous Windows. Par défaut,
le site affiché sera celui du serveur principal (srvweb1), indiquant “Bienvenue sur le site n°1
de laville des Abymes”, puisque srvweb1 est le maitre actif.



Nous allons ensuite éteindre srvweb1 pour simuler une panne. Une fois la page rafraichie sur
le client, nous devrions voir apparaitre “Bienvenue sur le site n°2 de la ville des Abymes”,
indiguant que srvweb?2 a pris le relais, prouvant ainsi que la bascule s'est bien effectuée.

Enfin, nous rallumerons srvweb1, et apres un nouveau rafraichissement de la page, le site
devrait revenir sur srvweb1 avec “Bienvenue sur le site n°1 de la ville des Abymes”,
confirmant que la gestion du retour automatique vers le serveur principal fonctionne bien.

1. Acces au site via U'IP virtuelle :

Depuis un poste client sous Windows, nous accédons au site web de la ville des Abymes en
entrant ['adresse IP virtuelle du cluster (192.168.5.4:8080) dans le navigateur Firefox. Puis il
faut s’authentifier :

B | - Nowelonglet

R s )

3 Importer les merque-p

& nitpu192.168.5.4:8080

Le site affiché doit étre celui du serveur principal srvweb1, avec le message :
“Bienvenue sur le site n°1 de la ville des Abymes”.

(0]
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Ville des Abymes

C

Accueil Services Contact

Présentation de la Ville des Abymes

La ville des Abymes est une commune située en Guadeloupe. Riche en histoire et en culture, elle offre une multitude de
services et d'événements pour ses citoyens. Ce site vous permettra de découvrir les différents services municipaux, ainsi
que les projets en cours.

Vous trouverez ici des informations utiles pour les habitants, les entreprises, ainsi que pour les visiteurs. Explorez les
différentes pages pour en savoir plus.
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2. Simulation de la panne du serveur principal :

Nous arrétons srvweb1 pour simuler une panne et laissons allumer srvweb2 :

[ [

Fichier Machine Ecran Entrée Périphériques  Aide Fichier Machine Ecran Entrée  Périphériques  Aide

1)

b ian GNU/L inu

@\ Vous désirez :

D
M Enregistrer I'état de la machine
¥ Envoyer le signal d'extinction

@ o freindre la machine 2)
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srvweb1
D) Eteinte

Depuis le poste client, nous rafraichissons la page en faisant F5. Si la haute disponibilité
fonctionne correctement, le site doit étre pris en charge par srvweb2, affichant
“Bienvenue sur le site n°2 de la ville des Abymes”.

Accueil Services Conlact

Présentation de la Ville des Abymes

La ville des Abymes est une commune située en Guadeloupe. Riche en histoire et en culture, elle offre une multitude de
services et d'événements pour ses cltoyens. Ce site vous permetira de découvrir les différents services municipaux, ains|
que les projets en cours.

Vous trouverez ici des informations utiles pour les habitants, les entreprises, ainsi que pour les visiteurs. Explorez les
différentes pages pour en savoir plus.
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Cela prouve que srvweb2 a bien pris le relais en cas de défaillance du serveur principal.

3. Restauration du serveur principal et retour a la situation initiale :

Nous redémarrons srvweb1, afin que les deux serveurs soient de nouveau actifs :

srvweb?2
=» En fonction

Aprés quelques instants, nous rafraichissons la page depuis le poste client avec F5. Si la
configuration est correcte, la page doit revenir sur srvweb1, affichant a nouveau :
“Bienvenue sur le site n°1 de la ville des Abymes”.

Fichier Machine Entr

Ville des Abymes.

<

Accueil Services Contact

Présentation de la Ville des Abymes

La ville des Abymes est une commune située en Guadeloupe. Riche en histoire et en culture, elle offre une multitude de
services et d'événements pour ses citoyens. Ce site vous permettra de découvrir les différents services municipaux, ainsi
que les projets en cours.

Vous trouverez ic des informations utiles pour les habitants, les entreprises, ainsi que pour les visiteurs. Explorez les
differentes pages pour en savoir plus
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/"\ Ce test permet de confirmer que la bascule entre les serveurs en cas de panne fonctionne
et que le retour automatique vers le maitre initial s’effectue correctement /!\



CONCLUSION :

Ce TP a offert une expérience enrichissante dans la mise en place d’un cluster de haute
disponibilité assurant la continuité des services web avec Heartbeat. La configuration des
serveurs srvweb1 et srvweb2, ainsi que Uimplémentation d’une IP virtuelle, ont permis
d’explorer les mécanismes de basculement automatique et de redondance essentiels a la
fiabilité d’une infrastructure informatique.

Grace a cette approche, les compétences développées en clustering, gestion des pannes et
continuité de service s’averent indispensables pour assurer des systémes robustes et
résilients. Cette maitrise technique constitue un acquis durable, directement applicable aux
environnements professionnels ol la stabilité et la disponibilité des services sont des enjeux
majeurs.
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